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#### Abstract

The tree-to-tree correction problem is to determine, for two labeled ordered trees $T$ and $T^{\prime}$, the distance from $T$ to $T^{\prime}$ as measured by the minimum cost sequence of edit operations needed to transform $T$ into $T^{\prime}$ The edit operations investigated allow changing one node of a tree into another node, deleting one node from a tree, or inserting a node into a tree An algorithm is presented which solves this problem in time $O\left(V_{*} V^{\prime} * L^{2} *\right.$ $L^{\prime 2}$ ), where $V$ and $V^{\prime}$ are the numbers of nodes respectively of $T$ and $T^{\prime}$, and $L$ and $L^{\prime}$ are the maximum depths respectively of $T$ and $T^{\prime}$ Possible applications are to the problems of measuring the similarity between trees, automatic error recovery and correction for programming languages, and determining the largest common substructure of two trees
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## 1. Introduction

The string-to-string correction problem, which is to determine the distance between two strings as measured by the minimum cost sequence of edit operations needed to transform one string into the other, was investigated in [7, 8, 10, 12, 13, 14]. In [13] Wagner and Fischer considered the following three edit operations: changing a character into another character, deletıng a character, and inserting a character; and they presented an algorithm that computes the distance between two strings in time $O(m * n)$, where $m$ and $n$ are the lengths of the two given strings.

The various attempts to achieve high-dimensional generalizations of strings include trees, graphs, webs, and plex structures. Trees are considered the most important nonlinear structures arising in computer algorithms [6]. Tree automata, tree grammars, and their applications for syntactic pattern recognition have been studied (e.g. [2]).

In this paper we define the notion of distance between two labeled ordered trees and present an algorithm that computes the distance in time $O\left(V * V^{\prime} * L^{2} * L^{\prime 2}\right)$, where $V$ and $V^{\prime}$ are the numbers of nodes of the two trees and $L$ and $L^{\prime}$ are the maximum depths of the two trees. The set of allowable edit operations includes: (1) changing one node into another node (changing the label of the node); (2) deleting one node from a tree; and (3) inserting a node into a tree.

Since each string can be considered a tree of depth two (with a virtual root added), the string-to-string correction problem is just a special case of the tree-to-tree correction problem with $L=L^{\prime}=2$. Possible applications of the notion of distance between two trees are discussed at the end of this paper.

## 2. Edit Operations on Trees

In this paper all trees we discuss are rooted, ordered, and labeled. Let $T$ be a tree. $|T|$
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denotes the number of nodes of $T . T[i]$ denotes the node of $T$ whose position in the preorder for nodes of $T$ is $i$. The preorder traversal on $T$ is to first visit the root of $T$ and then traverse the subtrees of $T$ from left to right, each subtree traversed in preorder. The following diagram illustrates how nodes of a tree $T$ are denoted:


Lemma 2.1. Assume that $T\left[i_{1}\right]$ and $T\left[i_{2}\right]$ are nodes of $T$ with $T\left[i_{1}\right]$ being an ancestor of $T\left[i_{2}\right]$. Then
(1) $i_{1}<i_{2}$;
(2) For any $i$ such that $l_{1}<i \leq i_{2}, T[i]$ is a descendant of $T\left[i_{1}\right]$;
(3) For the father $T\left[i_{3}\right]$ of $T\left[i_{2}\right], T\left[\iota_{3}\right]$ is $T\left[i_{2}-1\right]$ or an ancestor of $T\left[i_{2}-1\right]$, and $T\left[i_{3}\right]$ is on the path from $T\left[i_{1}\right]$ to $T\left[i_{2}-1\right]$.

Proof. The proof follows from the definition of preorder traversal. Q.E.D.
Let $\Lambda$ denote the null node. An edit operation is written $b \rightarrow c$, where each of $b$ and $c$ is either a node or $\Lambda . b \rightarrow c$ is a change operation if $b \neq \Lambda$ and $c \neq \Lambda$, a delete operation if $b \neq \Lambda=c$, and an insert operation if $b=\Lambda \neq c$. Let $T^{\prime}$ be the tree that results from the application of an edit operation $b \rightarrow c$ to tree $T$; this is written $T=>T^{\prime}$ via $b \rightarrow c$. The relations between $T$ and $T^{\prime}$ are described as follows:
(1) If $b \rightarrow c$ is a change operation, then node $b$ is replaced by node $c$, i.e.,

for some trees $T_{1}$ and $T_{2}$.
(2) If $b \rightarrow c$ is a delete operation, then node $b$ is deleted, i.e.,

for some trees $T_{1}$ and $T_{2}$.
(3) If $b \rightarrow c$ is an insert operation, then node $c$ is inserted, i.e.,

for some trees $T_{1}$ and $T_{2}$.
Each node of a tree except the root is associated with a unique edge connecting the node and its father. For the deletion or insertion of a node, both the node and its associated edge are included. Without loss of generality it may be assumed that the roots of all trees have the same unique label and that the root of each tree remains unchanged during editing. Examples are given below to illustrate the applications of the three edit operations.

=>

via $B \rightarrow C$

=>

via $B \rightarrow A$

=>

via $A \rightarrow C$

Let $S$ be a sequence $s_{1}, s_{2}, \quad, s_{m}$ of edit operations. $S$ transforms tree $T$ to tree $T^{\prime}$ if there is a sequence of trees $T_{0}, T_{1}, \quad, T_{m}$ such that $T=T_{0}, T^{\prime}=T_{m}$ and $T_{i-1}=>T_{i}$ via $s_{l}$ for $1 \leq i \leq m$.

Let $r$ be an arbitrary cost function which assigns to each edit operation $b \rightarrow c$ a nonnegative real number $r(b \rightarrow c)$. Extend $r$ to a sequence of edit operations $S=s_{1}, s_{2}$,
, $s_{m}$ by letting $r(S)=\sum_{l=1}^{m} r\left(s_{i}\right)$. Without loss of generality it may be assumed that $r(b \rightarrow b)=0$ and that $r(b \rightarrow a)+r(a \rightarrow c) \geq r(b \rightarrow c)$.

The distance $d\left(T, T^{\prime}\right)$ from tree $T$ to tree $T^{\prime}$ is defined to be the mınımum cost of all sequences of edit operations which transform $T$ into $T^{\prime}$, i.e.,
$d\left(T, T^{\prime}\right)=\min \left\{r(S) \mid S\right.$ is a sequence of edit operations which transforms $T$ into $\left.T^{\prime}\right\}$.
The number of different sequences of edit operations which transform $T$ into $T^{\prime}$ is infinite. Therefore, it is impossible to enumerate all valid sequences and find the minimum cost In the next section, structures called mappings are defined so that $d\left(T, T^{\prime}\right)$ can be computed in polynomial time.

## 3 Mappings

Intuitively, a mapping is a description of how a sequence of edit operations transforms $T$ into $T^{\prime}$, ignoring the order in which edit operations are applied.

Consider the following diagram:


A dotted line from $T[\imath]$ to $T^{\prime}[J]$ indicates that $T[i]$ should be changed to $T^{\prime}[J]$ if $T[i] \neq$ $T^{\prime}[j]$, or that $T[i]$ remains unchanged, but becomes $T^{\prime}[J]$, if $T[i]=T^{\prime}[j]$. Nodes of $T$ not touched by dotted lines are to be deleted and nodes of $T^{\prime}$ not touched are to be inserted. Such a diagram is called a mapping, which shows a way of transforming $T$ to $T^{\prime}$. Formally, we define a triple ( $M, T, T^{\prime}$ ) to be a mapping from $T$ to $T^{\prime}$, where $M$ is any set of pars of integers ( $i, j$ ) satisfying:
(1) $1 \leq i \leq|T|, 1 \leq \jmath \leq\left|T^{\prime}\right|$;
(2) For any two pairs $\left(i_{1}, j_{1}\right)$ and $\left(i_{2}, j_{2}\right)$ in $M$,
(a) $i_{1}=l_{2}$ iff $j_{1}=j_{2}$;
(b) $i_{1}<i_{2}$ iff $j_{1}<J_{2}$;
(c) $T\left[i_{1}\right]$ is an ancestor (descendant) of $T\left[\iota_{2}\right]$ iff $T^{\prime}\left[j_{1}\right]$ is an ancestor (descendant) of $T^{\prime}\left[j_{2}\right]$.

Where there is no resulting confusion, we do not distınguish between the triple ( $M, T, T^{\prime}$ ) and the set $M$.

Each pair ( $i, j$ ) in $M$ is interpreted to be a line segment jomnng $T[i]$ and $T^{\prime}[j]$. Condition (2a) ensures that each node of both $T$ and $T^{\prime}$ is touched by at most one line. Conditions (2b) and (2c) ensure that after untouched nodes of both $T$ and $T^{\prime}$ are deleted, $T$ and $T^{\prime}$ become similar (i.e., they have the same structure), and the one-to-one correspondence between nodes of $T$ and $T^{\prime}$ which preserves the structure is indicated exactly by the lines of $M$. By deleting untouched nodes, the preceding diagram becomes:


Let $M$ be a mapping from $T$ to $T^{\prime}$ and let $I$ and $J$ be the sets of untouched nodes of $T$ and $T^{\prime}$ respectively. We define the cost of $M$ :

$$
\operatorname{cost}(M)=\sum_{(a, j) \in M} r\left(T[\imath] \rightarrow T^{\prime}[J]\right)+\sum_{i \in I} r(T[\imath] \rightarrow \Lambda)+\sum_{j \in J} r\left(\Lambda \rightarrow T^{\prime}[j]\right)
$$

Thus, the cost of $M$ is just the cost of the sequence of edit operations which consists of a change operation $T[t] \rightarrow T^{\prime}[j]$ for each line (i,j) of $M$, a delete operation $T[\imath] \rightarrow \Lambda$ for each node $T[i]$ not touched by a line of $M$, and an insert operation $\Lambda \rightarrow T^{\prime}[J]$ for each node $T^{\prime}[J]$ not touched by a line of $M$.
In order to show that $d\left(T, T^{\prime}\right)$ can be determined by a minimum cost mapping from $T$ to $T^{\prime}$, the following two lemmas need to be verified:

Lemma 3.1. Let $M_{1}$ be a mapping from $T_{1}$ to $T_{2}$ and let $M_{2}$ be a mapping from $T_{2}$ to $T_{3}$. Then:
(1) $M_{1} \circ M_{2}=\left\{(i, k) \mid(i, j) \in M_{1}\right.$ and $(j, k) \in M_{2}$ for some $\left.j\right\}$ is a mapping from $T_{1}$ to $T_{3}$;
(2) $\operatorname{cost}\left(M_{1} \circ M_{2}\right) \leq \operatorname{cost}\left(M_{1}\right)+\operatorname{cost}\left(M_{2}\right)$.

Proof.
(1) Let ( $i_{1}, k_{1}$ ) and ( $i_{2}, k_{2}$ ) be two lines of $M_{1} \circ M_{2}$. Then there exist $J_{1}$ and $j_{2}$ such that $\left(i_{1}, j_{1}\right),\left(i_{2}, j_{2}\right) \in M_{1}$ and $\left(j_{1}, k_{1}\right),\left(j_{2}, k_{2}\right) \in M_{2}$. By the defintion of a mapping:
(a) ( $l_{1}=i_{2}$ iff $j_{1}=j_{2}$ ) and ( $j_{1}=j_{2}$ iff $k_{1}=k_{2}$ );
(b) ( $i_{1}<i_{2}$ iff $j_{1}<j_{2}$ ) and ( $j_{1}<j_{2}$ iff $k_{1}<k_{2}$ );
(c) ( $T_{1}\left[i_{1}\right]$ is an ancestor (descendant) of $T_{1}\left[i_{2}\right]$ iff
$T_{2}\left[J_{1}\right]$ is an ancestor (descendant) of $T_{2}\left[J_{2}\right]$ ), and
( $T_{2}\left[J_{1}\right]$ is an ancestor (descendant) of $T_{2}\left[J_{2}\right]$ iff $T_{3}\left[k_{1}\right]$ is an ancestor (descendant) of $T_{3}\left[k_{2}\right]$ ).
Therefore, $M_{1} \circ M_{2}$ is a mapping from $T_{1}$ to $T_{3}$.
(2) The proof that $\operatorname{cost}\left(M_{1} \circ M_{2}\right) \leq \operatorname{cost}\left(M_{1}\right)+\operatorname{cost}\left(M_{2}\right)$ follows closely the proof of Lemma 1 in [13] and is omitted. This proof relies on the assumption that $r(b \rightarrow c) \leq$ $r(b \rightarrow a)+r(a \rightarrow c)$. Q.E.D.

Lemma 3.2. For any sequence $S$ of edit operations which transforms $T$ into $T^{\prime}$, there exists a mapping $M$ from $T$ to $T^{\prime}$ such that $\operatorname{cost}(M) \leq r(S)$.

Proof. It can be shown by induction on $m$ that if $S=s_{1}, s_{2}, \quad, s_{m}$ is a sequence of edit operations and $T_{0}, T_{1}, \quad, T_{m}$ is the sequence of trees from $T_{0}$ to $T_{m}$ via $S$, then there
exists a mapping $M$ from $T_{0}$ to $T_{m}$ such that $\operatorname{cost}(M) \leq r(S)$. This proof is sımilar to the proof of Theorem 1 in [13] and is omitted. Q.E.D.
Since $d\left(T, T^{\prime}\right)=\min \{\operatorname{cost}(S) \mid S$ is a sequence of edit operations which transforms $T$ into $\left.T^{\prime}\right\}$, we have:
Theorem 3.1 $d\left(T, T^{\prime}\right)=\min \left\{\operatorname{cost}(M) \mid M\right.$ is a mapping from $T$ to $\left.T^{\prime}\right\}$.
Hence the search for a minimal cost sequence of edit operations has been reduced to a search for a minimal cost mapping.
Let $T\left(i_{1}: i_{2}\right)$ denote the portion of $T$ which consists of nodes $T\left[i_{1}\right], T\left[i_{1}+1\right], \ldots$, $T\left[i_{2}\right]$, and therr associated edges, where $i_{1}$ is an ancestor of $i_{2}$; and similarly define $T^{\prime}\left[j_{1}: j_{2}\right]$. Let $D(i+1, j+1)$ be the distance from tree $T(1: i+1)$ to tree $T^{\prime}(1: j+1)$, i.e., $D(i+1, j+1)=d\left(T(1: i+1), T^{\prime}(1: j+1)\right)$. Consider the following diagram:


Suppose $M$ is a minimum cost mapping from $T(1: i+1)$ to $T^{\prime}(1: j+1)$, i.e., $\operatorname{cost}(M)=$ $D(i+1, j+1)$. Then at least one of the following three cases must hold:

Case 1: $T[i+1]$ is not touched by a line of $M$. Then $\operatorname{cost}(M)=D(i, j+1)+$ $r(T[i+1] \rightarrow \Lambda)$, corresponding to the cost of transforming $T(1: i)$ to $T^{\prime}(1: j+1)$ plus the cost of deleting $T[i+1]$.

Case 2: $T^{\prime}[j+1]$ is not touched by a line of $M$. Then $\operatorname{cost}(M)=D(i+1, j)+$ $r\left(\Lambda \rightarrow T^{\prime}[j+1]\right.$ ), corresponding to the cost of transforming $T(1: i+1)$ to $T^{\prime}(1: j)$ plus the cost of inserting $T^{\prime}[j+1]$.
Case 3: $T[i+1]$ and $T^{\prime}[j+1]$ are touched by lines $(i+1, q)$ and $(p, j+1)$ of $M$. By the definition of a mapping, $(i+1=p$ iff $q=j+1)$ and $(i+1>p$ iff $q>j+1)$. Since $i+1 \geq p$ and $j+1 \geq q, i+1=p$ and $j+1=q$. Thus, $T[i+1]$ and $T^{\prime}[j+1]$ are both touched by the same line $(i+1, j+1)$. Note that if $M^{\prime}=M-\{(i+1, j+1)\}$ is not a minimum cost mapping from $T(1: i)$ to $T^{\prime}(1: j)$, then

$$
\operatorname{cost}(M)=\operatorname{cost}\left(M^{\prime}\right)+r\left(T[i+1] \rightarrow T^{\prime}[j+1]\right)>D(i, j)+r\left(T[l+1] \rightarrow T^{\prime}[j+1]\right)
$$

Thus, it may be true that $D(i+1, j+1)>D(i, j)+r\left(T[i+1] \rightarrow T^{\prime}[j+1]\right)$, for a minimum cost mapping from $T(1: i)$ to $T^{\prime}(1: j)$ may not be extendable to a mapping by adding $(i+1, j+1)$. For example, consider the following trees $T_{1}$ and $T_{2}$ :


Assume that the cost of each change, delete, or insert operation is 1 for all nodes. $\{(1,1)$, $(2,2)\}$ is a minimum cost mapping from $T_{1}(1: 2)$ to $T_{2}(1: 3)$. However, $\{(1,1),(2,2),(3,4)\}$ is not a mapping from $T_{1}(1: 3)$ to $T_{2}(1: 4)$ because $T_{1}[2]$ is an ancestor of $T_{1}[3]$ but $T_{2}[2]$ is not an ancestor of $T_{2}$ [4].

Define
$M I N \_M(i+1, j+1)=\min \{\operatorname{cost}(M) \mid M$ is a mapping from

$$
\left.T(1: i+1) \text { to } T^{\prime}(1: J+1) \text { such that }(i+1, j+1) \in M\right\}
$$

From the above argument we have the following theorem:

Theorem 3.2.

$$
\begin{aligned}
& D(l+1, j+1)=\min \{D(l, j+1)+r(T[i+1] \rightarrow \Lambda), \\
& D(i+1, j)+r\left(\Lambda \rightarrow T^{\prime}[j+1]\right), \\
&M I N-M(l+1, j+1)\}
\end{aligned}
$$

for all $i, j, 1 \leq i<|T|, 1 \leq J<\left|T^{\prime}\right|$.
For the special case that $M I N_{-} M(i+1, j+1)=D(t, j)+r\left(T[i+1] \rightarrow T^{\prime}[j+1]\right)$ for all $i, j, 1 \leq i \leq|T|$, and $1 \leq j \leq\left|T^{\prime}\right|, D\left(|T|,\left|T^{\prime}\right|\right)$ can be computed in time $O\left(|T| *\left|T^{\prime}\right|\right)$ (see [13]).

The computation of $M I N-M(i+1, j+1)$ is not trivial. In the next section we explore some properties of mappings and then show that $M I N \ldots M(t+1, j+1)$ can be computed in polynomial time. With the assumption that the root of any tree remains unchanged during editing, every mapping from $T(1: i+1)$ to $T^{\prime}(1: j+1)$ contains $(1,1)$ and $D(1,1)$ $=0$.

Lemma 3.3.

$$
\begin{aligned}
& D(1,1)=0 \\
& D(i, 1)=\sum_{k=2}^{i} r(T[k] \rightarrow \Lambda), \quad 1<\iota \leq|T|, \quad \text { and } \\
& D(1, j)=\sum_{k=2}^{j} r\left(\Lambda \rightarrow T^{\prime}[k]\right), \quad 1<j \leq\left|T^{\prime}\right|
\end{aligned}
$$

## 4. Computation of $M I N-M(i+1, j+1)$

We first show that a mapping from $T(1: i+1)$ to $T^{\prime}(1: j+1)$ may be decomposed into submappings such that each submapping is a mapping from one portion of $T(1: l+1)$ to one portion of $T^{\prime}(1: J+1)$. Consequently, for a minımum cost mapping, each of its submappings is also a minimum cost mapping.

Lemma 4.1. Assume that $T[p]$ and $T^{\prime}[q]$ are ancestors of $T[i+1]$ and $T^{\prime}[J+1]$, respectively, and that $M$ is a mapping from $T(1: i+1)$ to $T^{\prime}(1: j+1)$ such that $(p, q)$ and $(i+1, j+1)$ are in $M$. Let $M_{1}$ and $M_{2}$ be the subsets of $M$ defined by

$$
M_{1}=\{(m, n) \mid(m, n) \in M, 1 \leq m \leq p \text { and } 1 \leq n \leq q\}
$$

and

$$
M_{2}=\{(m, n) \mid(m, n) \in M, p \leq m \leq i \text { and } q \leq n \leq j\}
$$

Then
(1) $M_{1}$ is a mapping from $T(1: p)$ to $T^{\prime}(1: q)$;
$M_{2}$ is a mapping from $T(p ; t)$ to $T^{\prime}(q: j)$; $M=M_{1} \cup M_{2} \cup\{(i+1, j+1)\} ;$ and $\operatorname{cost}(M)=\operatorname{cost}\left(M_{1}\right)+\operatorname{cost}\left(M_{2}\right)-r\left(T[p] \rightarrow T^{\prime}[q]\right)+r\left(T[i+1] \rightarrow T^{\prime}[j+1]\right)$.
(2) $\operatorname{cost}(M)=\min \left\{\operatorname{cost}\left(M^{\prime}\right) \mid M^{\prime}\right.$ is a mapping from $T(1: i+1)$ to $T^{\prime}(1: j+1)$
such that $(p, q)$ and $(i+1, j+1)$ are in $\left.M^{\prime}\right\}$ iff
$\operatorname{cost}\left(M_{1}\right)=\min \left\{\operatorname{cost}\left(M_{1}^{\prime}\right) \mid M_{1}^{\prime}\right.$ is a mapping from $T(1: p)$ to $T^{\prime}(1: q)$
such that $\left.(p, q) \in M_{1}^{\prime}\right\}$ and
$\operatorname{cost}\left(M_{2}\right)=\min \left\{\operatorname{cost}\left(M_{2}^{\prime}\right) \mid M_{2}^{\prime}\right.$ is a mapping from $T(p: i)$ to $T^{\prime}(q: j)$
such that $(p, q) \in M_{2}^{\prime}$ and $M_{2}^{\prime} \cup\{(\iota+1, j+1)\}$ is a mapping $\}$.
Proof. Consider the following diagram:

$T(1: i+1)$

$T^{\prime}(1: j+1)$
(1) For each ( $m, n$ ) in $M, m \geq p$ if and only if $n \geq q$. Therefore, $M=M_{1} \cup M_{2} \cup$ $\{(i+1, j+1)\}$ and $M_{1}$ and $M_{2}$ have exactly one common line, $(p, q)$.
(2) Only if: Assume that
$\operatorname{cost}\left(M_{1}\right)>\min \left\{\operatorname{cost}\left(M_{1}^{\prime}\right) \mid M_{1}^{\prime}\right.$ is a mapping from

$$
\left.T(1: p) \text { to } T^{\prime}(1: q) \text { with }(p, q) \text { in } M_{1}^{\prime}\right\}=\operatorname{cost}\left(M_{1}^{\prime \prime}\right)
$$

where $M_{1}^{\prime \prime}$ is a mapping from $T(1: p)$ to $T^{\prime}(1: q)$ with $(p, q)$ in $M_{1}^{\prime \prime}$. Then $M^{\prime \prime}=M_{1}^{\prime \prime} \cup M_{2}$ $\cup\{(i+1, j+1)\}$ is a mapping from $T(1: i+1)$ to $T^{\prime}(1: j+1)$ with $(p, q)$ and $(i+1, j+1)$ in $M^{\prime \prime}$, and $\operatorname{cost}\left(M^{\prime \prime}\right)<\operatorname{cost}(M)$. Thus
$\operatorname{cost}(M)>\min \left\{\operatorname{cost}\left(M^{\prime}\right) \mid M^{\prime}\right.$ is a mapping from $T(1: t+1)$ to

$$
\left.T^{\prime}(1: j+1) \text { with }(p, q) \text { and }(i+1, j+1) \text { in } M^{\prime}\right\}
$$

The same conclusion holds if
$\operatorname{cost}\left(M_{2}\right)>\min \left\{\operatorname{cost}\left(M_{2}^{\prime}\right) \mid M_{2}^{\prime}\right.$ is a mapping from $T\left(p^{*} i\right)$ to $T^{\prime}(q: j)$ with $(p, q)$ in $M_{2}^{\prime}$ and $M_{2}^{\prime} \cup\{(i+1, j+1)\}$ is a mapping $\}$.
If: The proof is similar to the "only if" proof. Q.E.D.
Assume that $M$ is a mapping from $T(1: \imath+1)$ to $T^{\prime}(1: j+1)$ with $(i+1, j+1)$ in $M$. Let $T\left[s_{M}\right]$ and $T^{\prime}\left[t_{M}\right]$ be the latest ancestors of $T[\imath+1]$ and $T^{\prime}[J+1]$, respectively, touched by lines of $M$. (It has been assumed that every mapping from $T(1: i+1)$ to $T^{\prime}(1 \cdot J+1)$ contains the line ( 1,1 ), and therefore $T\left[s_{M}\right]$ and $T^{\prime}\left[t_{M}\right]$ must exist.) Since $(l+1, j+1)$ is in $M,\left(s_{M}, t_{M}\right)$ is in $M$. The following diagram illustrates the meaning of nodes $T\left[s_{M}\right]$ and $T^{\prime}\left[t_{M}\right]$ :


In the above diagram, $f(x)$ denotes the father of node $x$. By Lemma 2.1, $T[f(i+1)]$ $\left(T^{\prime}[f(j+1)]\right)$ is on the path from $T\left[s_{M}\right]\left(T^{\prime}\left[t_{M}\right]\right)$ to $T[i]\left(T^{\prime}[j]\right)$. Slashes crossing the line from $s_{M}$ to $f(i+1)$ (not including $s_{M}$ ) indicate that any descendant of $T\left[s_{M}\right]$ on the path from $T\left[s_{M}\right]$ to $T[f(i+1)]$ is not touched by any line of $M$. Slashes in $T^{\prime}(1: j+1)$ are defined similarly.

Lemma 4.2.

$$
\begin{aligned}
M I N_{\perp} \quad M(i+1, j+1)=r(T[i+1] \rightarrow & \left.T^{\prime}[j+1]\right) \\
+\min _{s, t}\{ & \left(\min \left\{\operatorname{cost}\left(M_{1}\right) \mid M_{1} \text { is a mapping from } T(1: s) \text { to } T^{\prime}(1: t) \text { with }(s, t) \text { in } M_{1}\right\}\right. \\
& +\min \left\{\operatorname{cost}\left(M_{2}\right) \mid M_{2} \text { is a mapping from } T(s: i) \text { to } T^{\prime}(t, j) \text { such that }(s, t)\right. \text { is in } \\
& M \text { and any descendant of } T[s]\left(T^{\prime}[t]\right) \text { on the path from } T[s]\left(T^{\prime}[t]\right) \\
& \text { to } \left.T[f(t+1)]\left(T^{\prime}[f(j+1)]\right) \text { is not touched by any line of } M_{2}\right\}- \\
& \left.r\left(T[s] \rightarrow T^{\prime}[t]\right)\right\}
\end{aligned}
$$

where $T[s]$ and $T^{\prime}[t]$ are ancestors of $T[i+1]$ and $T^{\prime}[j+1]$, respectively.
Proof. Let $R$ denote the right side of the above formula and let $L$ denote $M I N \ldots M(i+1, j+1)$, which is $\min \{\operatorname{cost}(M) \mid M$ is a mapping from $T(1: i+1)$ to $T^{\prime}(1: j+1)$ with $(i+1, j+1)$ in $\left.M\right\}$.

Assume that $M$ is a mapping from $T(1: i+1)$ to $T^{\prime}(1: j+1)$ with $(i+1, j+1)$ in $M$. Then $M$ contains ( $s_{M}, t_{M}$ ), where $T\left[s_{M}\right]$ and $T^{\prime}\left[t_{M}\right]$ are the latest ancestors of $T[i+1]$ and $T^{\prime}[j+1]$, respectively, touched by lines of $M$. By Lemma 4.1, $M$ can be decomposed into submappings $M_{1}$ and $M_{2}$ such that $M_{1}$ is a mapping from $T\left(1: s_{M}\right)$ to $T^{\prime}\left(1: t_{M}\right), M_{2}$ is a
mapping from $T\left(s_{M}: i\right)$ to $T^{\prime}\left(t_{M}: j\right.$, and $M=M_{1} \cup M_{2} \cup\{(i+1, j+1)\}$. It follows that $L$ $\geq R$.

Assume that $T[s]$ and $T^{\prime}[t]$ are ancestors of $T[i+1]$ and $T^{\prime}[J+1]$, respectively. Let $M_{1}$ be a mapping from $T(1: s)$ to $T^{\prime}(1: t)$ with ( $\left.s, t\right)$ in $M_{1}$ and let $M_{2}$ be a mapping from $T(s: t)$ to $T^{\prime}(t . j)$ such that $(s, t)$ is in $M_{2}$ and any descendant of $T[s]$ ( $\left.T^{\prime}[t]\right)$ on the path from $T[s]\left(T^{\prime}[t]\right)$ to $T[f(t+1)]\left(T^{\prime}[f(j+1)]\right)$ is not touched by any line of $M_{2}$. Then $M=M_{1} \cup M_{2} \cup\{(i+1, j+1)\}$ is a mapping from $T(1 \cdot i+1)$ to $T^{\prime}(j+1)$. Therefore $L \leq R$. From $L \geq R$ and $L \leq R$, it follows that $L=R$. Q.E.D.

Assume that $s \leq u \leq t, t \leq v \leq j, T[u]$ is on the path from $T[s]$ to $T[\imath]$, and $T^{\prime}[v]$ is on the path from $T^{\prime}[t]$ to $T^{\prime}[j]$. Define $E[s: u: i, t: v: j]$ to be $\operatorname{mon}\{\operatorname{cost}(M) \mid M$ is a mapping from $T(s: i)$ to $T^{\prime}(t: j)$ such that $(s, t)$ is in $M$ and no descendant of $T[s]$ ( $\left.T^{\prime}[t]\right)$ on the path from $T[s]\left(T^{\prime}[t]\right)$ to $T[u]\left(T^{\prime}[v]\right)$ is touched by a line of $\left.M\right\}$. Then we have the following theorem from Lemma 4.2:

Theorem 4.1.

$$
\begin{aligned}
& M I N_{\_} M(i+1, j+1)=r\left(T[i+1] \rightarrow T^{\prime}[j+1]\right) \\
& \quad+\min _{\mathrm{s}, t}\left\{M I N \_M(s, t)+E[s: f(i+1): i, t: f(j+1): j]-r\left(T[s] \rightarrow T^{\prime}[t]\right)\right\}
\end{aligned}
$$

where $T[s]$ and $T^{\prime}[t]$ are ancestors of $T[i+1]$ and $T^{\prime}[J+1]$, respectively.
Now the remaining problem is how to compute $E[s: u: i, t: v: j]$, where $s \leq u \leq t, t \leq v$ $\leq j$, and $T[u]\left(T^{\prime}[v]\right)$ is on the path from $T[s]\left(T^{\prime}[t]\right)$ to $T[i]\left(T^{\prime}[j]\right)$. First, assume that $s$ $\leq u<i$ and $t \leq v<j$. Then $T[u]\left(T^{\prime}[\nu]\right)$ has a son on the path from $T[u]\left(T^{\prime}[v]\right)$ to $T[\iota]$ ( $T^{\prime}[j]$ ). Consider the following diagram:

where $T[x]\left(T^{\prime}[y]\right)$ is the son of $T[u]\left(T^{\prime}[\nu]\right)$ on the path from $T[u]\left(T^{\prime}[\nu]\right)$ to $T[1]\left(T^{\prime}[j]\right)$.
Lemma 4.3. Assume that $s \leq u<i$ and $t \leq v<j$. Then

$$
\begin{aligned}
& E[s: u: i, t: v: j]=\min \{E[s: x: \imath, t: v: j], \\
& \\
& E[s: u: t, t: y: j], \\
& \\
& E[s: u: x-1, t: v: y-1]+E[x: x: i, y: y: j]\} .
\end{aligned}
$$

Proof. Let $M$ be a mapping from $T(s: i)$ to $T^{\prime}(t: j)$ such that $\operatorname{cost}(M)=E[s: u: i$, $t: v: J],(s, t)$ is in $M$, and no descendant of $T[s]\left(T^{\prime}[t]\right)$ on the path from $T[s]\left(T^{\prime}[t]\right)$ to $T[u]\left(T^{\prime}[\nu]\right)$ is touched by a line of $M$. Then at least one of the following three cases must hold:

Case 1: $T[x]$ is not touched by a line of $M$. Then $E[s: u: i, t: v: j]=E[s: x: i, t: v: j]$.
Case 2: $T^{\prime}[y]$ is not touched by a line of $M$. Then $E[s: u: t, t: v: J]=E[s: u: t, t: y: J]$.
Case 3: $T[x]$ and $T^{\prime}[y]$ are touched by hnes $(x, q)$ and $(p, y)$ of $M$. Assume that $p>x$. Since $T[i]$ is a descendant of $T[x]$ and $i \geq p>x$, by Lemma 2.1 $T[p]$ is a descendant of $T[x]$. By the definition of a mapping, $y>q$ and $T^{\prime}[y]$ is a descendant of $T^{\prime}[q]$. Thus, $T^{\prime}[q]$ is a descendant of $T^{\prime}[t]$ on the path from $T^{\prime}[t]$ to $T^{\prime \prime}[v]$. However, this contradicts the assumption that no descendant of $T^{\prime}[t]$ on the path from $T^{\prime}[t]$ to $T^{\prime}[v]$ is touched by a line of $M$ Also, $p<x$ will cause a similar contradiction. Therefore, $p=x$ and $q=y$. Let $M_{1}$ and $M_{2}$ be defined by

$$
M_{1}=\{(m, n) \mid(m, n) \text { is in } M, m<x \text { and } n<y\},
$$

and

$$
M_{2}=\{(m, n) \mid(m, n) \text { is in } M, m \geq x \text { and } n \geq y\} .
$$

Then $M_{1}$ is a mapping from $T(s: x-1)$ to $T^{\prime}(t: y-1), M_{2}$ is a mapping from $T(x: i)$ to $T^{\prime}(y: j)$, and $\operatorname{cost}(M)=\operatorname{cost}\left(M_{1}\right)+\operatorname{cost}\left(M_{2}\right)$. Since $\operatorname{cost}(M)=E[s: u: i . t: v: j]$, it follows that $\operatorname{cost}\left(M_{1}\right)=E[s: u: x-1, t \cdot v-1]$ and $\operatorname{cost}\left(M_{2}\right)=E[x: x \cdot i, y: y ;]$. (Since $T[u]$ is the father of $T[x]$, by Lemma 2.1 $T[u]$ is on the path from $T[s]$ to $T[x-1]$ and likewise for $T^{\prime}[\nu]$.) Therefore,

$$
E[s: u: t, t: v: J]=E[s: u: x-1, t: v y-1]+E[x: x: t, y: y: j] . \quad \text { Q.E.D. }
$$

To compute $E\left[s s^{\prime} u: i, t: v: J\right]$, we now consider the cases in which one or both of $T[x]$ and $T[y]$ do not exist, i.e., $u=i$ or $v=j$. Let $M$ be a mapping from $T(s i)$ to $T^{\prime}(t: j)$ such that $\operatorname{cost}(M)=E[s: u: v, t: v: J],(s, t)$ is in $M$, and no descendant of $T[s]\left(T^{\prime}[t]\right)$ on the path from $T[s]\left(T^{\prime}[t]\right)$ to $T[u]\left(T^{\prime}[v]\right)$ is touched by a line of $M$.

Case 1: $u=t$ and $v<j$. There are two subcases to be considered:

(a) $s=u=t$. Then $T(s: i)$ contaıns exactly one node, $T[s]$, and no descendant of $T^{\prime}[t]$ is touched by a line of $M$. By Lemma $2.1, T^{\prime}[f(j)]$ is on the path from $T^{\prime}[t]$ to $T^{\prime}[j-1]$. Therefore,

$$
E[s: u: i, t: v: J]=E[s \cdot u \cdot i, t: f(j) \cdot J-1]+r\left(\Lambda \rightarrow T^{\prime}[J]\right) .
$$

(b) $s<u=i$. By Lemma 2.1, $T[f(i)]$ is on the path from $T[s]$ to $T[t-1]$. Since no descendant of $T[s]$ on the path from $T[s]$ to $T[f(i)]$ is touched by a line of $M$, it follows that

$$
E\left[s^{*} u: l, t: v^{\prime} J\right]=E\left[s^{\prime} f(t): t-1, t: v: J\right]+r(T[t] \rightarrow \Lambda)
$$

Case 2: $u<t$ and $v=\jmath$. This case is similar to case 1 .
(a) $t=v=j$. Then

$$
E[s: u: i, t: v: j]=E[s: f(i): t-1, t: v \cdot j]+r(T[i] \rightarrow \Lambda)
$$

(b) $t<v=j$. Then

$$
E[s: u: l, t: v: j]=E[s: u: \imath, t: f(j): j-1]+r\left(\Lambda \rightarrow T^{\prime}[\jmath]\right) .
$$

Case 3. There are four subcases to be considered:

(a) $s=u=t$ and $t=v=j$. Then

$$
E[s: u: i, t: v: j]=r\left(T[i] \rightarrow T^{\prime}[j]\right)
$$

(b) $s=u=i$ and $t<v=j$. Then

$$
E[s: u: i, t: v: j]=E[s: u: i, t: f(j): j-1]+r\left(\Lambda \rightarrow T^{\prime}[J]\right)
$$

(c) $s<u=t$ and $t=v=j$. Then
$E[s: u$ i, $t: v: J]=E[s: f(i): \imath-1, t: v: j]+r(T[i] \rightarrow \Lambda)$
(d) $s<u=\imath$ and $t<v=j$. Then neither $T[i]$ nor $T^{\prime}[j]$ is touched by a line of $M$. Therefore,

$$
\begin{aligned}
E[s: u: i, t: v: J]= & E[s: f(t): i-1, t: v: j]+r(T[\imath] \rightarrow \Lambda), \text { or } \\
& E[s: u: t, t: f(j) \cdot j-1]+r\left(\Lambda \rightarrow T^{\prime}[J]\right) \text {, or } \\
& E[s: f(i): i-1, t: f(j): J-1]+r(T[\imath] \rightarrow \Lambda)+r\left(\Lambda \rightarrow T^{\prime}[J]\right) .
\end{aligned}
$$

Although eight subcases are considered in Cases 1, 2, and 3, only four different formulas are used.

## 5. An Algorithm for the Tree-to-Tree Correction Problem

Based on the results shown in Sections 3 and 4, an algorithm is presented which computes the distance from tree $T$ to tree $T^{\prime}$ in polynomial tume. This algorithm consists of the following three steps:
(1) Compute $E[s: u: l, t: v: j]$ for all $s, u, t, t, v, j$, where

$$
\begin{aligned}
& 1 \leq i \leq|T|, 1 \leq J \leq\left|T^{\prime}\right|, \\
& T[u]\left(T^{\prime}[v]\right) \text { is on the path from } T[1]\left(T^{\prime}[1]\right) \text { to } T[i]\left(T^{\prime}[j]\right), \\
& T[s]\left(T^{\prime}[t]\right) \text { is on the path from } T[1]\left(T^{\prime}[1]\right) \text { to } T[u]\left(T^{\prime}[v]\right) ;
\end{aligned}
$$

(2) Compute $M I N \_M(t, j)$ for all $i, J$, where $1 \leq i \leq|T|$ and $1 \leq J \leq\left|T^{\prime}\right|$;
(3) Compute $D(\imath, j)$ for all $i, j$, where $1 \leq \imath \leq|T|$ and $1 \leq J \leq\left|T^{\prime}\right|$.

Define $f^{n}(x)=f\left(f^{n-1}(x)\right)$ for $n \geq 1$ and $x>1$, where $f(x)$ is the father of node $x$, and $f^{0}(x)=x$ The following is an algorithm for step (1):

```
for \(t=1,2, \quad,|T|\) do
for \(J=1,2, \quad,\left|T^{\prime}\right| d o\)
for \(u=t, f(t), f^{2}(t), \quad, 1\) do
for \(s=u, f(u), f^{2}(u), \quad, 1\) do
for \(v=\jmath, f(J), f^{2}(J), \quad, 1\) do
for \(t=v, f(v), f^{2}(v), \quad, \quad I\) do
if \(s=u=t \wedge t=v=j\) then \(E\left[\begin{array}{llll}s & u & i, t & v\end{array}\right]=r\left(T[\iota] \rightarrow T^{\prime}[J]\right)\)
else if \(s=u=i \vee t<v=j\) then \(E[s u t, t \vee J]=E[s, u t, t f(j) J-1]+r\left(\Lambda \rightarrow T^{\prime}[J]\right)\)
else if \(s<u=\imath \vee t=v=j\) then \(E[s . u \quad i, t \vee J]=E[s f(t) t-1, t \vee J]+r(T[t] \rightarrow \Lambda)\)
else \(\left.E\left[\begin{array}{llll}s & u & i, t & v . j\end{array}\right]=\min \left\{\begin{array}{llllll}s & x & t, t & v . J\end{array}\right], E\left[\begin{array}{llll}s & u & i, t & y\end{array}\right], E\left[\begin{array}{lll}s & u & x-1, t \\ v & y-1\end{array}\right]+E\left[\begin{array}{llll}x & x & i, y . y . j\end{array}\right]\right\}\)
```

( $T[x]$ is the son of $T[u]$ on the path from $T[u]$ to $T[i]$, and $T^{\prime}[y]$ is the son of $T^{\prime}[v]$ on the path from $T^{\prime}[\nu]$ to $T^{\prime \prime}[j]$.)
The following is an algorithm for step (2):

```
\(M I N-M(1,1)=0\),
for \(l=2,3, \quad,|T|\) do
    for \(_{j}=2,3, \quad,\left|T^{\prime}\right|\) do
    begin
        \(M I N \_M(, j) \leftarrow I N F I N I T E\),
        for \(s=f(t), f^{2}(t), \quad, 1\) do
            for \(t=f(j), f^{2}(j), \quad, 1\) do
                begin
                \(t e m p \leftarrow M I N-M(s, t)+E[s f(t) t-1, t f(j) J-1]-r\left(T[s] \rightarrow T^{\prime}[t]\right)\),
                \(M I N \_M(t, j) \leftarrow \min \left(t e m p, M I N \_M(t, J)\right)\)
                e.ad,
        \(M I N \_M(1, j) \leftarrow M I N \_M(t, j)+r\left(T[I] \rightarrow T^{\prime}[J]\right)\)
    end,
```

Finally, an algorithm for step (3) is given below:

```
\(D(1,1) \leftarrow 0\),
\(D(t, 1) \leftarrow D(i-1,1)+r(T[i] \rightarrow \Lambda)\) for \(t=2,3, .,|T|\),
\(D(1, j) \leftarrow D(1, \jmath-1)+r\left(\Lambda \rightarrow T^{\prime}[\jmath]\right)\) for \(J=2,3, \quad,\left|T^{\prime}\right|\).
for \(t=2,3, \quad,|T|\) do
    for \(J=2,3, \quad,\left|T^{\prime}\right|\) do
        \(D(t, j) \leftarrow \min \left(D(\imath, J-1)+r\left(\Lambda \rightarrow T^{\prime}[j]\right), D(\imath-l, j)+r(T[\imath] \rightarrow \Lambda), M I N \_M(i, j) ;\right.\)
```

Now the tree-to-tree correction problem has been completely solved. The following theorem shows the time complexity of the proposed algorithm for computing the distance from one tree to another.
Theorem 5.1 Given two trees $T$ and $T^{\prime}$, the proposed algorithm computes the distance from $T$ to $T^{\prime}$ in tume $O\left(V * V^{\prime} * L^{2} * L^{\prime 2}\right)$, where $V$ and $V^{\prime}$ are the numbers of nodes respectively of $T$ and $T^{\prime}$, and $L$ and $L^{\prime}$ are the maximum depths respectively of $T$ and $T^{\prime}$

Proof. Step (1) computes $E[s: u: i, t: v: J]$ for all $s, u, t, t, v, J$, where

$$
\begin{aligned}
& 1 \leq i \leq V, \mathrm{I} \leq J \leq V^{\prime} \\
& T[u]\left(T^{\prime}[v]\right) \text { is on the path from } T[1]\left(T^{\prime}[1]\right) \text { to } T[\imath]\left(T^{\prime}[J]\right), \\
& T[s]\left(T^{\prime}[t]\right) \text { is on the path from } T[1]\left(T^{\prime}[1]\right) \text { to } T[u]\left(T^{\prime}[v]\right)
\end{aligned}
$$

Thus, step (1) takes $O\left(V * V^{\prime} * L^{2} * L^{\prime 2}\right)$ time.
Step (2) computes $M I N \ldots M(i, j)$ for all $i, j$, where $1 \leq \imath \leq V$ and $1 \leq J \leq V^{\prime}$. Thus, step (2) takes $O\left(V * V^{\prime} * L * L^{\prime}\right)$ time.

Step (3) computes $D(i, j)$ for all $t, j$, where $1 \leq i \leq V$ and $1 \leq j \leq V^{\prime}$. Thus, step (3) takes $O\left(V^{*} V^{\prime}\right)$ tume.
From steps (1), (2), and (3), the distance $D\left(V, V^{\prime}\right)$ from $T$ to $T^{\prime}$ can be computed in time $O\left(V * V^{\prime} * L^{2} * L^{\prime 2}\right)$.
Q.E.D.

## 6. Concluston

The notion of distance between two trees can be applied to measuring the similarity between two trees. Since trees have been used for different applications, the simularity between trees can have different interpretations. One possible application is to the problem of syntactic error recovery and correction for programming languages. In [11] it was suggested that for the selection of an error recovery or correction, the similarity between a corrected string and its replacement should be based on the two strings as well as their associated parse trees.

The longest common subsequence problem, which is a spectal case of the string-to-string correction problem, has received much attention [1,3,4,5,13]. The notion of longest common subsequence between two strings can be extended for trees as well. Tree $T^{\prime \prime}$ is a substructure of tree $T$ if there exists a mapping $M$ from $T^{\prime \prime}$ to $T$ such that every node of $T^{\prime \prime}$ is touched by a line of $M$ and for every $(p, q) \in M, T[p]=T^{\prime}[q]$ Tree $T^{\prime \prime}$ is a common substructure of trees $T$ and $T^{\prime}$ if $T^{\prime \prime}$ is a substructure of both $T$ and $T^{\prime}$. Tree $T^{\prime \prime}$ is a largest common substructure of $T$ and $T^{\prime}$ if there is no common substructure of $T$ and $T^{\prime}$ that has more nodes than $T^{\prime \prime}$. With constant cost $W_{C}, W_{D}, W_{I}$ for changing, deleting, and inserting any node, and with $W_{C}=W_{I}+W_{D}$, the tree resulting from $T$ by deletıng nodes of $T$ that are changed or deleted during a minımum cost transformation from $T$ to $T^{\prime}$ is a largest common substructure of $T$ and $T^{\prime}$.

In [7, 12] the string-to-string correction problem was extended by allowing the operation of interchanging two adjacent characters. Wagner [12] showed that under certain restrictions the extended string-to-string correction problem can be solved in deterministic polynomial time, but the general problem is NP-complete. How to extend the tree-to-tree correction problem by allowing the operation of interchanging two adjacent nodes is currently being investigated.

The tree-to-tree correction problem may also be extendable by modifying the defintions of change, delete, and insert operations. One example is to add the restriction that the delete and insert operations can only be appled to the leaves of trees. For this restricted problem, one more condition should be added to the definition of a mapping $M$ :

$$
\text { For every }(i, j) \in M, \quad \text { if } \quad i \neq 1 \neq j, \quad \text { then } \quad(f(i), f(j)) \in M
$$

This condition imples that if $T[i]$ and $T^{\prime}[J]$ are touched by the same line, then they have the same level number. The algorithm presented in Section 5 can be simplified to solve the
restricted problem, but the simplification process is not trivial. In [9] Selkow proposed a sımple algorithm which solves this restricted problem in time $O\left(|T| *\left|T^{\prime}\right|\right)$
acknowledgments. I would like to thank the referees for their helpful suggestions for improving the readability of this paper. The notion of $E[s: u: i, t: v: J]$ was motivated by a suggestion given by one referee. Using this notation, the computation of MIN__M(i,j) has been substantially simplified.
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